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ABSTRACT

The current study presents the literature review of default risk prediction 
studies for the period 1930-2022. The rising corporate default is a reason 
of concern for banks and companies. It has particularly attracted the 
attention of researchers since the global crisis of 2008-09. The review 
is based on statistical techniques including discriminant analysis, 
multiple discriminant analysis, logistic regression, conditional logistic 
regression and probit regression. The review targets the following 
aspects of the studies: country origin, period of study, financial 
indicators used and accuracy of results. Analysis of review depicts that 
logistic regression (LR) is the most applied technique among statistical 
techniques to predict corporate failure. However, focus has now been 
shifting to intelligent techniques in 21st centuary.
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Introduction
Prediction of financial health is an important function 
of business firms. Prediction of corporate failure in 
advance can help in avoiding bankruptcy situations for 
a firm. It is a situation where a firm fails to fulfill its 
financial obligations (Altman, 1968). The situation of 
business failure has extremely negative consequences 

for stakeholders. For instance, the collapse of General 
Motors in 2009 severely affected its employees who 
were laid off due to this failure. The contagious effects 
of corporate failure attracted the attention of research-
ers to come up with mechanisms that can predict 
default risk before it moves to the insolvency stage. 

The literature has provided various default fore-
casting models to predict corporate failure in real-time 
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before it becomes bankrupt. The correct classification 
by models between firms that go bankrupt and firms 
that remain insolvent is considered to be an important 
achievement of modern finance (Scott, 1981). There 
has been a significant improvement in default risk lit-
erature since the formal univariate studies in the 1930s. 
This paper will cover the review of those research 
papers where bankruptcy prediction models were 
developed utilizing statistical techniques during the 
period 1930-2022. The main objective of this paper is 
to draw the attention of researchers towards this inter-
esting research problem of failure prediction that will 
enrich the default risk literature by providing solutions 
to problems faced by banks and financial institutions. 

The study is useful for researchers who are work-
ing on developing the default prediction models by 
providing evidence about the statistical technique that 
produces the most accurate results. Secondly, it con-
tributes to the literature on accounting and finance by 
demonstrating the country producing the maximum 
number of default prediction studies. The current 
review covers the following aspects in upcoming sec-
tions: (i) it mainly focuses on statistical techniques. (ii) 
It gives a summary of how default prediction models 
have evolved in nine decades. (iii) It will provide a base 
to pursue further research work in this study area.

Review methodology
Bankruptcy prediction models are developed by apply-
ing two types of techniques: (a) Statistical techniques 
and (b) Intelligent techniques. The scope of this review 
is limited to statistical techniques only. The current 
review has summarized the bankruptcy prediction 
work done in the last nine decades The methods 
covered under statistical techniques are (i) Multiple 
discriminant analysis, (ii) logistic regression, (iii) con-
ditional logistic regression and (iv) probit regression. 
The study also covers the comparison between statis-
tical and intelligent techniques. Further, the review 
covers the following characteristics, namely, the time 
period of the study, sources of data, country of origin, 
various financial indicators used to predict corporate 
default, and the results obtained for the review stud-
ies. Table 1 presents the details for all papers such as 
(i) number of ratios considered, (ii) source of data, (iii) 

time period of the sample, (iv) country of origin, (v) 
technique applied in the study, (vi) model accuracy.

Summary of bankruptcy prediction 
studies: 1930 to 2022

The former studies related to default prediction were 
based on univariate analysis where a single ratio was 
used to discriminate between a distressed and non-dis-
tressed firm. The literature demonstrated that there 
was a significant difference between the mean ratio 
characteristics of default and non-default firms. The 
significance of univariate analysis in corporate default 
prediction was formally witnessed in the study of Beaver 
(1966). The results indicated that net profit to total debt 
had the highest prediction accuracy of 92 percent for 
one year before default. The first study using multiple 
ratios, namely, profitability, leverage, solvency, liquidity 
and activity ratios was conducted on US-based firms 
by applying multiple discriminant analysis (Altman, 
1968). It is one of the most highly used and cited default 
prediction models in accounting literature with predic-
tion accuracy of 95 percent one year before default. 
Deakin (1972) found that discriminant analysis had a 
high predictive capability and was a reliable measure of 
prediction for at least three years in advance. 

Ohlson (1980) later applied logistic regression 
to overcome the difficulties related to discriminant 
analysis. The results indicated nine financial ratios to 
be significant contributors to default prediction. Scott 
(1981) developed a new theory for default prediction. 
He found that existing theories explain the success of 
empirical models. However, new theories of corporate 
default are required to be developed for the changing 
time periods and financial conditions. 

Zmijewsiki (1984) developed a default forecast-
ing model for US-based firms by applying the probit 
regression technique. The study mentioned two esti-
mation biases in a study that arise when sample data is 
collected non-randomly. The first bias results from the 
‘oversampling’ of distressed firms and falls under the 
topic of choice-based sample biases. The second results 
from using a ‘complete data’ sample selection criterion 
and is included under the head of sample selection 
biases. 
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Table 1: Brief review of some related articles

Reference

Author’s Name 
and Year of  
Publication

Country of 
Origin Samples

Techniques Used / 
Independent Variables 
(Financial Ratios)

Sample 
Period Model Accuracy

[1]1 Altman (1968) USA 66 MDA / 5 1946-65 For initial sample- 95% for one 
year prior to bankruptcy

[2] Aggarwal (2019) INDIA 270 MDA, Logistic Regres-
sion / 1 2000-12

Estimated sample          Hold 
out Sample
LR            81.7%            65.6%
MDA       80%            63.3%

[3] Bandopadhyay 
(2006) INDIA 104 MDA, Logistic Regres-

sion / 5 1998-03 MDA-     91%

[5] Bhunia And Sarkar 
(2011) INDIA 64 MDA / 16 1996-05 Model accuracy: 86-96% for 

each of 5 years prior to failure
[4]2 Beaver (1966) USA 158 UA / 30 - Model accuracy: 50% to 92%

[6] Chen (2011) TAIWAN 240 LDA, LR, C5.0, CART, 
SVM, DTC / 8 2000-08 SVM had the highest accuracy 

with 86.79% level

[7] Deakin (1972) USA - MDA / 14 1969-75

Model accuracy:   
For failed Firms (1 year prior 
to failure)- 77%
For non-failed firms (1 year 
prior to failure) - 82%

[8] Doumpos and 
Zopounidis (1999) Greece 118 M.H. DIS, DA, LOGIT 

/ 8
1986-90, 
1988-92

[10] Jo, Han and Lee 
(1997) Korea 544 MDA, NN, CBF / 61 1991-93 Average accuracy of three 

models- 81.5 to 83.8%

[11] Jones and Hensher 
(2004) Australia 6241 Mixed Logit Model, 

MNL / 7 1996-2000 Mixed Logit-  98.73%,  
MNL-  90%

[13] Karels and Prakash 
(1987) - 14 in 1972, 

11 in 1976 MDA / 5 1972,76 Bankrupt firms- 54.5%
Non-bankrupt firms- 96.0%

[14]3 Kim (2011) Korea 33 Logistic Regression, 
SVM, ANN, MDA / 17 1995-02 MDA- 72.6%, LR- 80.00%, 

ANN- 91.6%, SVM- 95.95%  

[15] Lee and Choi 
(2013) Korea 229 BNN, MDA / 6 2000-09

For general model-  
BNN- 81.43%
MDA- 74.82

[16] Lennox (1999) UK 949 Probit / 9 1987-94

[17] MatusMihalovic 
(2016)

SLOVAK 
REPUBLIC 236 DA, Logistic Regres-

sion / 5 2014

Training Data       Test Data
Discriminant  
Function       61.86%      64.41%
Logit  
Function       73.73%      68.64%

[19] Ohlson (1980) USA 2163 Logistic / 9 1970-76
For 1 Year prior to bankruptcy
Model 1      Model 2     Model 3
96.12%        95.55%       92.84%

1MDA- Multiple Discriminant Analysis; LR- Logistic Regression
2UA- Univariate Analysis; LDA- Linear Discriminant Analysis; LR- Logistic Regression; SVM- Support Vector Machine; DTC- Decision Tree 
Classification; CBF- Case Based Forecasting; MNL- Multinominal Logit; MDA- Multiple Discriminant Analysis; ‘-‘ :Indicates Data Not Available
3LR- Logistic Regression; SVM- Support Vector Machine;MDA- Multiple Discriminant Analysis;ANN- Artificial Neural Networks; BNN- 
Back Propagation Neural Networks
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[21] Shumway (2001) USA 300 Hazard / 13 1962-92 Hazard model outperformed 
all other statistical models

[22] Singh And Mishra 
(2016) INDIA 208 MDA, LOGIT, 

PROBIT / 4 2006-14

Re-estimated model accuracy
Altman-       96.923
Ohlson-        95.938
Zmijewsiki-  89.231

[24] Wu, Liang and 
Yang (2008) Taiwan 48 BPNN, MDA / 7 1998-02 BPNN-  81.25%

MDA-   48%

[25] Zmijewsiki (1984) USA 1681 Probit / 6 1972-78 Bankrupt firms- 20%, 
Non-Bankrupt firms- 99.5%

According to Grice and Dugan, (2001), the 
most cited default forecasting studies include Altman 
(1968), Ohlson (1980) and Zmijewsiki (1984). Karel 
and Prakash (1987) conducted their research for three 
main objectives. (i) whether the financial ratios used in 
previous studies fulfilled normality conditions (ii) the 
construction of financial ratios that were either com-
pletely normal or near to normal (iii) comparing the 
results of newly constructed ratios using a discriminant 
model with the results of previous studies. The results 
reported a classification accuracy of 96% for healthy 
firms and 54.5% for failed firms. 

Since then, several studies have been conducted 
drawing comparisons between classification methods 
such as discriminant analysis, logistic regression and 
probit regression. Lennox (1999) found that logistic 
and probit regression more efficiently predicted the 
defaulting firms. The results further identified the 
important indicators of corporate default, namely, prof-
itability, leverage, cash flow and size. Bandopadhyay 
(2006) developed a new default prediction model 
for the Indian bond market using MDA and logistic 
regression. The results indicated that the new default 
forecasting model outperformed the original Altman’s 
Z-Score (1968) model. Jones and Hensher (2004) com-
pared the efficiency of mixed logit to that of standard 
logistic regression. The results indicated that the new 
mixed logit outperformed the standard logit model by 
massive margins. 

Mihalovic (2016) compared the results of logistic 
regression versus discriminant analysis using data from 
companies listed in the Slovak Republic. The results 
suggested that the logit model had an incremental pre-
dictive accuracy than multiple discriminant analysis. 
Chen (2011) compared statistical methods for predict-
ing corporate failure with intelligent techniques such as 

neural networks and decision tree classification. The 
empirical results showed that statistical techniques 
were more accurate for predicting financial distress for 
large sample size while intelligent techniques showed 
better accuracy for small datasets. Lee and Choi (2013) 
outlined the importance of industry factors in predict-
ing corporate default. The results further indicated 
that the back-propagation neural network had a higher 
accuracy than multivariate discriminant analysis. 
Similarly, Jo et al., (1997) concluded that neural net-
works outperformed the multiple discriminant analysis 
by significant margins. 

Singh and Mishra (2016) developed a revised 
default forecasting model using data from Indian bank-
rupt and non-bankrupt companies. The study re-esti-
mated the original Altman’s Z-score, Ohlson’s X-score 
and Zmijewsiki’s Y-score models and found that new 
models outperformed the original models with sig-
nificant margins. Kim (2011) conducted a study to 
develop an optimal bankruptcy model for Korean 
hotels by investigating the functional characteristics of 
Multivariate Discriminate Analysis, Logistic, Artificial 
Neural Networks, and Support Vector Machine (SVM). 
When taking into account both Type 1 and Type 2 
errors, the study found that the error rate of ANN was 
lower than that of SVM and ANN should be considered 
for prediction of hotel bankruptcy. 

Similarly, Du Jardin (2010) found that the set of 
variables chosen for representing the financial char-
acteristics of healthy companies plays a role in reduc-
ing Type I error. Recently, Agrawal and Maheshwari 
(2019) assessed the impact of industry beta on the 
firm’s chances of default. They applied logistic regres-
sion and MDA on a sample of Indian firms and found 
that industry beta is significant in predicting corporate 
failure. Gupta and Jain, (2021) applied multinomial  
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logistic regression and indicated that their model is 
robust in predicting the default probability of firms 
and can be used by banks and financial institutions for 
credit risk assessment.

Discussion
Table 1 where other dimensions of the review are pre-
sented indicates that maximum studies of bankruptcy 
prediction have been conducted in the USA. The study 
which brought revolution and laid down a benchmark 
for forecasting the bankruptcy of firms found its roots 
in the USA. The world’s most applicable model Altman 
Z-Score was also developed in the same country using 
data from US firms. The table also depicts that among 
the statistical techniques, logistic regression is the most 
popular technique applied by researchers followed by 
MDA and Probit. Some studies where the comparison 
between statistical and intelligent techniques has been 
done indicate that the latter shows high accuracy over 
the statistical techniques. This review also shows that 
most studies have targeted the manufacturing indus-
try for the development of default prediction models. 
Some studies have also developed industry-specific 
models. Overall, the findings indicate that statistical 
technique, namely, logistic regression is widely used 
for the prediction purpose. However, logistic regres-
sion overcomes the limitations of DA and is one of the 
prominent statistical techniques.

Conclusion
The current review has summarized the bankruptcy 
prediction work done in the last nine decades based on 
statistical techniques including Discriminant Analysis, 
Logistic regression and Probit Regression. The main 
focus of the review is on statistical techniques employed 
besides some other dimensions such as source of data 
collection, country of origin, number of variables 
employed have been covered. The comparison of per-
formance between these techniques has been made in 
terms of prediction accuracy. Analysis of models from 
the table suggests that LR is the most employed tech-
nique by researchers. However, hybrid models in inte-
gration with other techniques can further increase the 
predictive accuracy. Therefore, for future directions, it 

is suggested that researchers should investigate other 
combinations of statistical and intelligent techniques 
for developing new models. Since some industries have 
more failure rate than others, therefore, industry-spe-
cific models in a particular country can be developed.
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